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Abstract

CPU scheduling is one of the root structures for multiprogramming to increase the performance of operating system function that determines which of the process should be executed next when multiple run-able process is waiting in the ready queue. The Round Robin scheduling algorithm is found relatively better than another existing CPU scheduling algorithm. In the proposed paper a data model-based Markov chain analysis of improved round robin algorithm is done in order to determine the transition phenomenon of scheduler. Some specific schemes are performed as its particular cases and generated the results by the mathematical simulation process on the different data sets. The markovian approach of improved round robin scheduling algorithm is transparent and sufficient enough to provide the actual order of shifting various processes and also to determine the order of their execution. These efforts have found very efficient and useful. Further some simulation studies with graphical representation have been done to justify the proposed suggestions.
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1. Introduction

In Round Robin (RR) principle, processes are assigned to CPU according to their order of arrival. However, unlike FCFS, the processes get only a fixed quantum of CPU time in each iteration. RR therefore avoids a long wait for first CPU response. A process may thus need several rounds for completion. A major drawback in RR policy is that even if a process is near completion, it is still placed at the rear end of first queue, which not only increases the total waiting time but also decreases the throughput. In Improved Round Robin (IRR) scheduling policy, the basic functions of RR are combined with an improvement towards the priority assigned to the processes nearing completion. This algorithm is most suitable and ideal scheduling algorithm for separating processes into categories based on their needs for the processor. It allows scheduler to switch between processes residing in different queues and assign them to processor for execution. The following figure 1.1 depicts the behavior of improved round robin scheduling algorithm. This approach organizes the pending requests in three queues (Q1, Q2 and Q3). The improved round robin scheduling algorithm adopts cycle of four processes (Pi, Pj,Pk and Pw) for the purpose of sequential allocation to scheduler; it starts with two processes from Q1 followed by one process from Q2 and one process from Q3 (waiting process).

![Figure 1.1: Generalized Markov chain models in CPU scheduling [7].](image)

2. Related Work

Designing of an effective and efficient CPU scheduling algorithm is always an area of interest for various researchers. So, many enhancements in traditional round robin CPU scheduling algorithm had been proposed till now and markov chain modeling had also been used to evaluate their performance like Shukla et al. [1] performed a linear data model-based study of improved round robin CPU scheduling algorithm with functions of shortest job first scheduling with varying time quantum. The combined study of FIFO and RR is found efficient in terms of model-based study using Markov chain model and also Shukla et al. [2] performed a general structure of transition...
scenario for the functioning of CPU scheduler in the presence of deadlock condition and derived an application of Markov chain model for the study of transition probabilities in data model-based approach for multilevel queue scheduling. Simulation study is performed to evaluate with the help of varying values of $\alpha$ and $d$ [3]. Demar et al. [9] proposed an analysis of fair queuing algorithm and derived simulation study on particular algorithm whereas Stankovic [8] presented arrival of a process is random along with their different factors and classifications.

A new substitute of RR scheduling algorithm which is suitable for time shared systems. Mohanty et al. [17] performed study to improve the round robin algorithm and proposed a new improved round robin algorithm. Shortest Remaining Burst Round Robin by submitting the scheduler to processes with shortest remaining burst using the dynamic time quantum in the appropriate manner to traditional round robin and using some approaches to increases the performance of these scheduling algorithm. Compared this approach with the different RR scheduling algorithms Behera et al. [18] proposed a multi cyclic round robin scheduling algorithm using dynamic time quantum to minimizes the number of context switches, average waiting time and average turnaround time. Some more researchers Goel et al. [16] presented a comparative study between round robin scheduling and Optimum multilevel dynamic round robin scheduling with the help of some mathematical approach. Based on the experimental analysis results are getting better then round robin scheduling algorithm in terms of turnaround time, waiting time and context switch. Few other researchers Gupta et al. [25] analyzed the round robin CPU scheduling algorithm on varying time quantum and presented comparative study on that Whereas Goel & Garg [14] proposed a preemptive scheduling algorithm. calculates dynamic time slice using Optimum multilevel dynamic round robin scheduling algorithm and generate the results after every round of execution. This algorithm process results display robustness and produced improved results as compare to traditional implemented RR scheduling algorithm. Jatav & Singhai [24] did a comparative analysis of various traditional CPU scheduling algorithm and concluded their performance behavior with respect to different scheduling criteria’s.

Pandey & Vandana [6] proposed studies on existing round robin scheme to reduce the total waiting time of an any process which is spend in a ready queue and improve the performance of existing round robin algorithm to understand this waiting time phenomenon using mathematical calculation. Few researchers Abdulrahim et al. [11] enhanced a new round robin scheduling
algorithm and compared the different round robin algorithms with their different factors and classifications. Proposed priority based new round robin CPU scheduling algorithm reduce the starvation problem. Whereas Mishra & Khan [12] also described an improvement in round robin through preparing a simulator program and tested improved round robin scheduling algorithm. After testing it has been found that the waiting time and turnaround time have been reduced. Li et al. [10] analyzed existing fair scheduling algorithms are either inaccurate or inefficient and non-scalable for multiprocessors to produce large scale multicore processors that solves this problem by a new scheduling algorithm called distributed weighted round robin scheduling.

Medhi [19, 20] proposed an elaborative study of a variety of stochastic processes and their applications in various fields and developed a Markov chain model for the study of uncertain rainfall phenomenon and also presented the use of stochastic process in the management of queues. Naldi [5] developed a Markov chain model for understanding the internet traffic sharing among various operators in competitive areas. Few researchers Shukla & Ojha [13] developed a data set based markov chain model is presented to study the transition states and number of scheduling schemes are designed and treated as its particular cases and are compared under the setup of markov chain model to measure the deadlock index. Performed general class of simulation study to evaluate the comparative merits of specific scheme with their terms, conditions and restrictions. Some more researchers Jain et al. [4] also presented a linear data model-based study of improved round robin CPU scheduling algorithm with features of shortest job first scheduling with varying time quantum. Jain & Jain [15] proposed work based on data model study of improved RR CPU Scheduling algorithm with features of shortest job first scheduling with varying time quantum by using Markov chain model with different data set and performed some numerical based study. Sendre et al. [7] proposed an improved round robin scheduling algorithm that reduces the average waiting time and increases the throughput and maintains the same level of CPU utilization. Authors also proposed some other ways to assign the scheduler to the next ready process. Further some random probability based numerical studies have been done to justify the proposed suggestions. Deriving a motivation from these, a class of scheduling schemes is designed in this paper for performing an integrated approach of performance comparisons under the assumption of markov chain model and using a data model approach with improved round robin PCU scheduling schemes.
3. Data Model Based General Class of Improved Round Robin Scheduling Analysis

In improved round robin scheduling policy the time requirement for completion of a process $P_i$ after $(r_i-1)^{th}$ round is at the most one-time quantum. Therefore, we consider a priority queue $Q_2$ in addition to the ready queue $Q_1$. An additional queue has been used by Pandey et al [6] for dispatching priority in context of FCFS scheduling. All processes, after being served by the scheduler in penultimate round, are sent to the rear end of $Q_2$ instead of $Q_1$. Thus, the processes which need only one quantum or less will be terminated in the first round itself from $Q_1$, while all others will be terminated on being dispatched from $Q_2$. Therefore, processes going to scheduler through $Q_1$, if not terminated, may return back to the rear end of either $Q_1$ or $Q_2$.

The scheduling policy can further be improved by adopting some different cycle. Precise idea is to appropriately choose a pair of numbers $p$ and $q$ ($p>q$) that determine the number of processes from $Q_1$ and $Q_2$ for allocation to scheduler in the cycle. An optimal choice may however, depend on the number of processes and the size of their scheduler bursts. In the present work, we shall confine our discussion to $p$ and $q$. This policy provides better estimates than the conventional round robin scheduling policy in respect of all performance measures, including the throughput, without any significant increase in the overheads [11].

By imposing some restrictions and condition that can produce scheduling algorithm from above mentioned generalized IRR scheduling scheme are as follows:

- A new process can only enter from queue $Q_1$ and after executing the two processes $P_i$ and $P_j$ from $Q_1$, scheduler immediately picks the next process from $Q_2$ and if queue $Q_2$ (i.e. process $P_k$) is found to be empty, then another pair of processes ($P_i$ and $P_j$) will be dispatched from $Q_1$. Scheduler comes to $Q_3$ only if $Q_1$ and $Q_2$ are empty.
- Scheduler can’t jump to $Q_3$ from $Q_1$ without passing $Q_2$.
- If queue $Q_1$ is left with a single process, queue $Q_2$ will have its turn immediately after the dispatch of the single process from $Q_1$.
- Resting of scheduler on queue $Q_3$ (process $P_w$) only if a new process enters in $Q_1$, otherwise resting continues.
- If $Q_1$ is left with no process, $Q_2$ will function as a single ready queue. The transition must occur in sequence from $Q_2$ to $Q_1$, $Q_1$ to $Q_2$, $Q_1$ to $Q_3$ and then $Q_2$ to $Q_3$. 
3.1 Markov Chain Analysis

Let \([X^{(n)}, n \geq 1]\) be a Markov chain where \(X^{(n)}\) denotes the state of the scheduling at the \(n^{th}\) quantum of time. The state space for the random variable \(X^{(n)}\) is \(\{Q_1, Q_2, Q_3\}\) where \(Q_1 = P_i\), \(P_j\) are combine process in first queue, \(Q_2 = P_k\) is second queue and \(Q_3 = P_w\) is waiting state and scheduler \(X\) move stochastically over different processing states and waiting within different quantum of time. Predefined initial selection probabilities of state are: \(P[X^{(0)} = P_i] = P_{r1}\); \(P[X^{(0)} = P_j] = P_{r2}\); \(P[X^{(0)} = P_k] = P_{r3}\); \(P[X^{(0)} = P_w] = P_{r4}\); Where \(P_{r1} + P_{r2} + P_{r3} + P_{r4} = \sum_{i=1}^{4} P_{ri} = 1\)

Generalized transition state Markov chain models:

![Generalized transition diagram](image)

Figure 3.1.1: Generalized transition diagram [7].

Let \(S_{ij}(i, j = 1, 2, 3, \ldots)\) be the unit step transition probabilities of scheduler over four states then transition probability depend on subject to condition: \(S_{ij} = P[X^{(n)} = P_j/X^{(n-1)} = P_i]\)

\[
P = \begin{bmatrix}
P_1 & S_{11} & S_{12} & S_{13} & S_{14} \\
P_2 & S_{21} & S_{22} & S_{23} & S_{24} \\
P_k & S_{31} & S_{32} & S_{33} & S_{34} \\
P_w & S_{41} & S_{42} & S_{43} & S_{44}
\end{bmatrix}
\]

Predefined selection for initial probabilities of states are:

\[
P[X^{(n)} = P_i] = P_{r1}; P[X^{(n)} = P_j] = P_{r2}; P[X^{(n)} = P_k] = P_{r3}; P[X^{(n)} = P_w] = 0 \ldots \text{ eq. 1}
\]

Let \(S_{ij}(i, j = 1, 2, 3, \ldots)\) be the unit step transition probabilities of scheduler over three states then transition probability depend on subject to condition:
The state probabilities, after the first quantum can be obtained by a simple relationship:

\[ P[X^{(1)} = P_j] = P[X^{(0)} = P_j] P[X^{(1)} = P_j / X^{(0)} = P_j] + P[X^{(0)} = P_j] P[X^{(1)} = P_j / X^{(0)} = P_j] + P[X^{(0)} = P_k] P[X^{(1)} = P_k / X^{(0)} = P_k] \]

\[ P[X^{(1)} = P_j] = \sum_{i=1}^{3} Pri Si_i ; \]
\[ P[X^{(1)} = P_j] = \sum_{i=1}^{3} Pri Si_2 ; \]
\[ P[X^{(1)} = P_k] = \sum_{i=1}^{3} Pri Si_3 ; \]
\[ P[X^{(1)} = P_0] = \sum_{i=1}^{3} Pri Si_4 \quad \text{.....eq. 2} \]

Similarly, state probabilities after second quantum can be obtained by simple relationship:

\[ P[X^{(2)} = P_j] = P[X^{(1)} = P_j] P[X^{(2)} = P_j / X^{(1)} = P_j] + P[X^{(1)} = P_j] P[X^{(2)} = P_j / X^{(1)} = P_j] + P[X^{(1)} = P_k] P[X^{(2)} = P_k / X^{(1)} = P_k] + P[X^{(2)} = P_0] P[X^{(2)} = P_0 / X^{(1)} = P_0] \]

\[ P[X^{(2)} = P_j] = \sum_{i=1}^{4} (\sum_{j=1}^{3} Prj Sji) S_{i1} ; \]
\[ P[X^{(2)} = P_j] = \sum_{i=1}^{4} (\sum_{j=1}^{3} Prj Sji) S_{i2} ; \]
\[ P[X^{(2)} = P_k] = \sum_{i=1}^{4} (\sum_{j=1}^{3} Prj Sji) S_{i3} ; \]
\[ P[X^{(2)} = P_0] = \sum_{i=1}^{4} (\sum_{j=1}^{3} Prj Sji) S_{i4} \quad \text{.....eq. 3} \]

The generalized expressions for n quantum are:

\[ P[X^{(n)} = P_j] = \sum_{m=1}^{4} \sum_{i=1}^{4} \sum_{k=1}^{4} \sum_{l=1}^{4} \sum_{j=1}^{3} Prj Sji Sik Slk \quad \text{.....Sm1} ; \]
\[ P[X^{(n)} = P_j] = \sum_{m=1}^{4} \sum_{i=1}^{4} \sum_{k=1}^{4} \sum_{l=1}^{4} \sum_{j=1}^{3} Prj Sji Sik Slk \quad \text{.....Sm2} ; \]
\[ P[X^{(n)} = P_j] = \sum_{m=1}^{4} \sum_{i=1}^{4} \sum_{k=1}^{4} \sum_{l=1}^{4} \sum_{j=1}^{3} Prj Sji Sik Slk \quad \text{.....Sm3} ; \]
\[ P[X^{(n)} = P_0] = \sum_{m=1}^{4} \sum_{i=1}^{4} \sum_{k=1}^{4} \sum_{l=1}^{4} \sum_{j=1}^{3} Prj Sji Sik Slk \quad \text{.....Sm4} \quad \text{.....eq. 4} \]

4. Simulation Study of Proposed Mathematical Data Model
The generalized mathematical data model is described below, by using two parameters $x$ and $y$, where $i$ is stands for number of queues.

![Diagram showing the generalized mathematical data model with parameters $x$ and $y$.]

<table>
<thead>
<tr>
<th>$i$</th>
<th>$P_i$</th>
<th>$P_j$</th>
<th>$P_k$</th>
<th>$P_w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td>$x$</td>
<td>$x+y$</td>
<td>$x+y^2$</td>
<td>$1-(3x+5y)$</td>
</tr>
<tr>
<td>$j$</td>
<td>$x+y^2$</td>
<td>$x+y^3$</td>
<td>$x+y^4$</td>
<td>$1-(3x+7y)$</td>
</tr>
<tr>
<td>$k$</td>
<td>$x+y^3$</td>
<td>$x+y^4$</td>
<td>$x+y^5$</td>
<td>$1-(3x+9y)$</td>
</tr>
<tr>
<td>$w$</td>
<td>$x+y^5$</td>
<td>$x+y^6$</td>
<td>$x+y^7$</td>
<td>$1-(3x+11y)$</td>
</tr>
</tbody>
</table>

Figure 4.1: Mathematical data model-based matrix.

Graphical analysis is performed under above mentioned generalized improved round robin scheduling scheme with different data sets. It is considered that in the probability model-based matrix various quantum values are increasing gradually. This analytical discussion on graphs about the variation $P[X^{(i)} = P_j]$ over six cases are as follows:

Case – I:

(a) when $x = 0.1$ and $y = 0.002$

![Graph showing case (a).]

(b) when $x = 0.1$ and $y = 0.004$

![Graph showing case (b).]

(c) when $x = 0.1$ and $y = 0.006$

(d) when $x = 0.1$ and $y = 0.008$
(e) when $x = 0.1$ and $y = 0.01$

Remark: In case – I, it is observed that, the data analysis in these graphs are almost similar and the probability of the scheduler in the waiting state is very high as compare to other states. Since the probability of waiting state is getting very high, it means the performance of the scheduler is also degrading proportionally.

Case – II:

(a) when $x = 0.12$ and $y = 0.002$

(b) when $x = 0.12$ and $y = 0.004$
Remark: In case – II, we observed that, the probability of scheduler in the waiting state is same as with case – I. When \(x = 0.12\) and with increasing value of \(y\) from 0.006 to 0.01, the graphical pattern of the transition probabilities of \(P_i\), \(P_j\) and \(P_k\) are similar over varying quantum. But the waiting state \(P_w\) is moving down as the quantum value increases.

Case – III:

(a) when \(x = 0.14\) and \(y = 0.002\)  
(b) when \(x = 0.14\) and \(y = 0.004\)
Remark: In case – III, when \( x = 0.14 \) and with varying values of \( y \) (0.002 – 0.006), almost all the graphical pattern in figure 4.3.1 – figure 4.3.3 remains same. This is leads to more waiting of the scheduler. This case special remark is that, when \( x = 0.14 \) and with varying values of \( y \) (0.008
and 0.01), we find that waiting state is getting down and other states are moving upward. Therefore, there are more chances for the processes \( P_i, P_j, \) and \( P_k \) to get execute without moving to waiting state.

Case – IV:

(a) when \( x = 0.16 \) and \( y = 0.002 \)

(b) when \( x = 0.16 \) and \( y = 0.004 \)

(c) when \( x = 0.16 \) and \( y = 0.006 \)

(d) when \( x = 0.16 \) and \( y = 0.008 \)

(e) when \( x = 0.16 \) and \( y = 0.01 \)
Remark: In case – IV, when x = 0.16 and with varying values of y (0.002 and 0.004), almost all the graphical pattern in figure 4.4.1 and figure 4.4.2 remains same. This leads to more waiting of the scheduler. Now, remarkable point is that, when x = 0.16 and with varying values of y (0.006 – 0.01), we find that waiting state is getting down and other states are moving upward. Therefore, there are more chances for the processes P1, Pj and Pk to get execute without moving to waiting state.

Case – V:

(a) when x = 0.18 and y = 0.002

(b) when x = 0.18 and y = 0.004

(c) when x = 0.18 and y = 0.006

(d) when x = 0.18 and y = 0.008
Remark: In case – V, the probability of the scheduler in the waiting state $P_w$ is lower than the state $P_k$ over varying quantum (when $x = 0.18$ and $y = 0.004 - 0.01$) which is a sign of improved performance of the scheduler. The most of the transition state $P_k, P_j$ and $P_i$ probabilities are almost similar in figure 4.5.1 – figure 4.5.5 and minor variation in the graphical pattern is observed. That provided more chances to job processing than the waiting situation.

Case – VI:

(a) when $x = 0.2$ and $y = 0.002$

(b) when $x = 0.2$ and $y = 0.004$
Figure 4.6.1

Figure 4.6.2

(c) when $x = 0.2$ and $y = 0.006$

(d) when $x = 0.2$ and $y = 0.008$

Figure 4.6.3

Figure 4.6.4

(e) when $x = 0.2$ and $y = 0.01$

Figure 4.6.5

Remark: In case – VI, when $x = 0.2$ and with increasing values of $y$ from 0.002 to 0.01, we observed the graphical pattern of the transition probabilities of $P_i, P_j$, and $P_k$ are moving upward. Therefore, it gives upgrading in performance of the scheduler, that means there are more chances for execution of processes $P_k, P_j$, and $P_i$ in order.
5. Conclusion
In this paper we evaluated the efficiency and performance of improved round robin scheduling algorithm using markov chain model under data model-based analysis for different numerical cases. We also analyzed the graphical pattern with varying quantum while having restrict transition state to observe the impact on waiting state and on the overall throughput and performance of the system. The simulation study of different graphical pattern concluded that with increasing values of y in the different specified cases, the probability of waiting state is low which shows the stability of scheduler that in turn leads to improved performance of the system. Further, we suggest that the higher combinations of x and y are the better choice for best scheduler utilization. Hence it is recommended that the operating system designer should keep this idea while designing quantum based preemptive algorithm.
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